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Abstract
Data mining is evolving to provide automated analysis solutions and is defined as the non-trivial process of identifying valid, novel, potentially useful, and ultimately understandable patterns in data and describing them in a concise and meaningful manner. This work considers two common interpretations of structured data: the occurrence of relations between categories of the units of analysis, that is, between the principal entities of a statistical study (categorization structure) or the occurrence of relations between the units of analysis and/or the units observation, that is, the secondary entities of the statistical study that are correlated with the units of analysis (unit structure). This work face and deeply investigate the problem of Naive Bayesian learning from these two forms of structured data. In particular, for the case of categorization structure, it propose a framework for the usage of Naive Bayes classifiers in the case of hierarchically related categories, while, for the case of unit structure, and resort to a multi-relational approach to Data Mining.
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1. Introduction
Classification consists of predicting a certain outcome based on a given input. In order to predict the outcome, the algorithm processes a training set containing a set of attributes and the respective outcome, usually called goal or prediction attribute. The algorithm tries to discover relationships between the attributes that would make it possible to predict the outcome. Next the algorithm is given a data set not seen before, called prediction set, which contains the same set of attributes, except for the prediction attribute – not yet known. The algorithm analyses the input and produces a prediction. The prediction accuracy defines how “good” the algorithm is. For example, in a medical database the training set would have relevant patient information recorded previously, where the prediction attribute is whether or not the patient had a heart problem. Given data $D$, we can assert $D \rightarrow M, \ldots D \rightarrow M$. How do we learn these? In what other forms, knowledge could be extracted from the data given?
2. Background and Motivation

The Naïve Bayesian Classifier

The approach to classification taken here is to calculate the probabilities of the different classes given some observed evidence. If the objective is to make as few classification errors as possible, the class with the highest probability should be selected as the classification result. This gives what is called the optimal Bayesian classification [Duda and Hart, 1973]. We thus want to find \( P(y \mid x) \), the probability of a class \( y \in Y \) given an attribute \( x \in X \). (\( X \) is a random variable with the possible attribute values as outcomes, and \( Y \) is a random variable with the different classes as outcomes.) If there are few enough possible values of \( x \), and a large enough set of training samples, it is of course possible to estimate this probability directly from the training data: for each value of \( x \) find all training samples with that value, and count how many of them belongs to each class. This requires that there are at least a few samples of each possible \( x \). However, in most situations it is more natural to deal with \( P(x \mid y) \), the probability of the attribute value \( x \) of a certain class \( y \). There may be some information on what each class looks like, i.e. about the distribution of \( x \) for each class. To calculate \( P(y \mid x) \) Bayes theorem for conditional probabilities can then be used

\[
P(y \mid x) = \frac{P(y \cap x)}{P(x)} = \frac{P(x \mid y) P(y)}{P(x)} \quad \text{(1)}
\]

Suppose now that we are given the values of \( N \) input attributes, \( x = \{x_1, x_2, ..., x_N\} \), which can be considered independent both unconditionally and conditionally given \( y \). This means that the probability of the joint outcome \( x \) can be written as a product,

\[
P(x) = P(x_1) P(x_2) ... P(x_N) \quad \text{(2)}
\]

And so can the probability of \( x \) within each class \( y \),

\[
P(x \mid y) = P(x_1 \mid y) P(x_2 \mid y) ... P \quad \text{(3)}
\]

With the help of these it is possible to write

\[
P(y \mid x) = \frac{P(y \cap x)}{P(x)} = \frac{P(x \mid y) P(y)}{P(x)} = \frac{P(x \mid y) P(y)}{\sum_{y \in Y} P(x \mid y) P(y)} \quad \text{(4)}
\]

The basis for the Naïve Bayesian Classifier the designation naïve is due to the sometimes too simplistic assumption that different input attributes are independent.

\[
\frac{P(x_1 \mid y)}{P(x_1)} = \frac{P(x_1, y)}{P(x_1)} = \frac{P(y \mid x_1)}{P(y)} \quad \text{(5)}
\]

The expression to the right can be interpreted as how many more times likely the class becomes if we get to know the feature \( x_i \). The middle expression shows that the contribution is symmetric; i.e. the contribution from a feature to a class in this sense is equally large as the contribution from the class to the feature. By taking the logarithm of Eq. (4), it may be written as a sum:

\[
\log P(y \mid x) = \log P(y) + \sum_i \log \left( \frac{P(x \mid y) P(y)}{P(x)} \right) \quad \text{(5)}
\]

An advantage of this form is that it is a linear expression in the contribution from the attributes. This means that the naïve Bayesian classifier can be implemented with linear discriminant functions [Minsky, 1961], and thus in the form a one-layer neural network.

3. Literature Survey

Michael L. Raymer, Leslie A. Kuhn, and William F. Punch [1] defines that a key element of many bioinformatics research problems is the extraction of meaningful information from large experimental data sets. Proposed methodology:

A. Bayesian Discriminant Functions
B. Nonlinear Weighting of the Bayes Discriminant Function
C. Gaussian Smoothing
D. GA Optimization of the Nonlinear Discriminant Coefficients
E. Representation Issues and Maskin

Ishtiaq Ahmed, Donghai Guan, and Tae Choong Chung [2] proposes a hybrid system of SMS classification to detect spam or ham, using Naïve Bayes classifier and Apriori algorithm. Though this technique is fully logic based, its performance will rely on statistical character of the database. There are several steps for text classification and each of them is discussed below:

A. Loading Database
B. Feature Extraction
C. Vector Creation and Training
D. Running the Naïve Bayes System

Ms S. Vijayarani, Ms M. Muthulakshmi[3] Data mining is the non-trivial extraction of implicit, earlier unknown and potentially useful information about data. There are several data mining techniques have been developed and used in data mining projects which includes classification, clustering, association rules, prediction, and sequential patterns.

Doreswamy, Hemanth. K. S [4] In this paper, naïve Bayesian and C4.5 Decision Tree Classifiers (DTC)
are successively applied in materials informatics to classify the engineering materials into different classes for the selection of materials that suit the input design specifications. Here, the classifiers are analyzed individually and their performance evaluation is analyzed with confusion matrix predictive parameters and standard measures, the classification results are analyzed on different class of materials.

4. Proposed Method

Our proposed method defines about various complexes

I. Data Sampling

Sampling is the process by which inference is made to the whole by examining a part. The purpose of sampling is to provide various types of statistical information of a qualitative or quantitative nature about the whole by examining a few selected units. The sampling method is the scientific procedure of selecting those sampling units which would provide the required estimates with associated margins of uncertainty, arising from examining only a part and not the whole.

II. Feature Selection

The primary purpose of feature selection is to reduce the dimensionality to decrease the computation time. This is particularly important concerning text categorization where the high dimensionality of the feature space is a problem. In many cases the number of features is in the tens of thousands. Then it is highly desirable to reduce this number, preferably without any loss in accuracy.

III. Rank

Evaluating the statistical significance of the ranking is important for understanding the results and for further investigations, but this question has not been well addressed for learning classification methods in existing works. Here, we address this problem by formulating it in the framework of hypothesis testing and propose a solution based on FCS method. Let for each value \( g \) in \( G \), we firstly calculate the mean \( \mu^+_i \) (resp. \( \mu^-_i \)) and standard deviation \( \sigma^+_i \) (resp. \( \sigma^-_i \)) which correspond to the gene \( g_i \) of samples labeled +1(-1), respectively. Then we calculate a feature score \( F(g_i) = (\mu^+_i - \mu^-_i) / (\sigma^+_i + \sigma^-_i) \) for each \( g_i \in G \), and rank the according to their score values. At last, we simply take the the highest \( F(g_i) \) scores as our top-ranking values \( G_{top} \), satisfying \( |G_{top}| << |G| \). After selecting \( p \) values, we may obtain \( M_{top} \)

Algorithm

**Step 1:** Get data \( g_i \) in \( G \).
**Step 2:** calculate the mean \( \mu^+_i \) (resp. \( \mu^-_i \))
**Step 3:** Calculate the standard deviation \( \sigma^+_i \) (resp. \( \sigma^-_i \))
**Step 4:** Calculate the feature score \( F(g_i) = (\mu^+_i - \mu^-_i) / (\sigma^+_i + \sigma^-_i) \), for all \( g_i \in G \)
**Step 5:** assign rank \( F(g_i) \) according to their score value top-ranking genes \( G_{top} \), satisfying \( |G_{top}| << |G| \)

IV. Naive Bayesian Classifier Method

A Naive Bayes classifier is a simple probabilistic classifier based on applying Bayes’ theorem (from Bayesian statistics) with strong (naive) independence assumptions. A more descriptive term for the underlying probability model would be “independent feature model”.

5. Flow Diagram

![Image of Flow Diagram]

Fig 2 Flow Diagram
6. Experiment Method

Experiment method for the implementation is follows,

Fig 3 Experimental Model

**Step 1 Collection of samples:** Samples are collected through various methods here in favor of our experiment we collect pre analyzed gene express profiled dataset from lab

Fig 4 Applying Dataset

i. **Feature Selection**
A number of techniques have been developed to address the problem of dimensionality, including feature selection and feature extraction. The main purpose of feature selection is to reduce the number of features used in classification while maintaining acceptable classification accuracy.

ii. **Feature Extraction**
Feature extraction, a superset of feature selection, involves transforming the original set of features to provide a new set of features, where the transformed feature set usually consists of fewer features than the original set. While both linear and non-linear transformations have been explored, most of the classical feature extraction techniques involve linear transformations of the original features.

iii. **Bayesian Discriminate Functions**
The Bayesian classifier has a computational advantage over the previously-employed knn classifier in that the training data are summarized, rather than stored. The comparison of each test sample with every known training sample to find nearest neighbors during knn classification is a computationally expensive process, even when efficient search methods are employed. In contrast the Bayes decision rule is invariant to linear scaling of the feature space. In other words, multiplying the feature values for a given feature by a constant has no effect on the class-conditional probabilities considered by the classifier.

7. RESULTS

<table>
<thead>
<tr>
<th>Evaluated Result Matrix Sun Oct 18 15, 15:23:14</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contents: Based on number of example for correct selections</td>
</tr>
<tr>
<td>Learner: Naive Bayes</td>
</tr>
<tr>
<td>Data: Number of examples</td>
</tr>
<tr>
<td>Matrix</td>
</tr>
<tr>
<td>unacc</td>
</tr>
<tr>
<td>unacc</td>
</tr>
<tr>
<td>acc</td>
</tr>
<tr>
<td>good</td>
</tr>
<tr>
<td>v-good</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Note: columns represent predictions, row represent true classes
Table 2

<table>
<thead>
<tr>
<th>Evaluated Result Matrix Sun Oct 18 15, 15:23:25</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contents: Based on number of example for misclassified selections</td>
</tr>
<tr>
<td>Learner: Naive Bayes</td>
</tr>
<tr>
<td>Data: Number of examples</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Matrix</th>
<th>unacc</th>
<th>acc</th>
<th>good</th>
<th>v-good</th>
</tr>
</thead>
<tbody>
<tr>
<td>unacc</td>
<td>101</td>
<td>11</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>acc</td>
<td>17</td>
<td>18</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>good</td>
<td>0</td>
<td>3</td>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>v-good</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>5</td>
</tr>
</tbody>
</table>

Note: columns represent predictions, row represent true classes

Following result defines about comparison between 2 previously used algorithms and our algorithm. Train/Tune defines about training data sets Test tell about the testing methods Features contains classification features of applied data sets Prediction defines about outcomes after applying proposed methods

<table>
<thead>
<tr>
<th>Learning</th>
<th>Naive Bayesian</th>
<th>SVM</th>
<th>C 4.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train/Tune</td>
<td>12</td>
<td>15</td>
<td>14</td>
</tr>
<tr>
<td>Test</td>
<td>3</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Features</td>
<td>113</td>
<td>150</td>
<td>457</td>
</tr>
<tr>
<td>Prediction</td>
<td>97.30%</td>
<td>94.22%</td>
<td>80%</td>
</tr>
</tbody>
</table>

8. Conclusion

The potential of applying learning techniques is very high for classification of complex datasets. We demonstrate the classification using hybrid method with the use of naïve bayesian classifiers. Automatic categorization is the task of assigning level of different categorization. In our work it’s for complex and difficult decision dataset and to make this procedure in reality we have incorporated Naive Bayes classification with the help of feature selection and ranking with little bit modification. Although this technique is logic based, but the result id depended with dataset. By applying our strategy we depicted significant improvement than the state of the art algorithm. Our supervised machine learning system for handling and organizing system and by performing our proposed strategy this technique have reached accuracy levels that can outperform even the state of the art algorithm. Further, the classification accuracy can be improved by employing noise removal techniques for eliminating outliers in data sets. We apply our method for biological predications like protein structuring and smart system decision making using machine learning. We will try our approach with particle swarm optimization methods to understand the behavior and properties of swarm domain.
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