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Abstract 

In this modern world, it is unfeasible to imagine life 

without computers. To make our work easier we may 

interact multiple times with computer. For research 

scholars, human-computer interaction has become a 

prominent topic. In recent times vision-based gesture 

recognition technology has gained more heed towards 

friendly HCI interfaces. Hand gestures are efficient 

for human-computer interaction. Hand gestures offer 

higher dimensionality and can also control many 

applications intuitively. This work is on AI virtual 

mouse using hand gestures and hand tracking. 

Keywords:  Human-Computer Interaction, Hand Tracking, 

Hand Gesture, Virtual mouse, Frame Extraction. 

 

1. Introduction 
In this technical world, the computer is considered as 

one of the greatest inventions of mankind. Nowadays 

individual of every age group uses computer 

everyday, which has become a crucial part. We may 

interact multiple times with computer to make our 

work easier. Thus, human computer interaction has 

become a well-known topic for researchers [1]. 

 

The evolution of computer has made vast growth but 

still, human computer interaction uses input device 

such as mouse and keyboard. For friendly HCL 

interfaces, vision-based gesture recognition 

technology has gained more attention [2]. For human 

computer interaction, hand gestures are adapted way 

and they offer higher dimensions and can also control 

many applications intuitively. National user interface 

(NUI) uses hand which has become a trendy topic [3]. 

In this work, the hand is used as a direct input device. 

For instance, Smartphone contains a touch screen 

embedded in it. Here the main intention is to interact 

without direct contact with the surroundings devices. 

 

The most intuitive interface for selection, hand 

pointing is the basic gesture. Here the challenging task 

is the appraisal of three-dimensional hand pointing 

direction accurately and automatically from video 

input, because of the great variation and suppleness of 

hand movement and identical features of joint parts of 

the hand [4].   

 

In a similar way Open CV, media pipe, autopy and 

pyautogui are used in the virtual mouse that we are 

implementing in this work. Open CV is a package that 

is available in python for computer vision that is used 

for capturing images through Webcam [5]. An Open 

CV contains a package called video capture which 

extracts data from a live video. Pyautogui is for 

specifying keyboard and mouse functions, it is a 

Python library [6]. MediaPipe is a prebuilt Python 

package that offers ready-to-use yet customizable 

Python solutions. With the help of hand gestures 

virtual mouse permits the user to control the mouse. 

For hand gesture recognition, the system webcam is  

used for tracking hand gesture. Computer vision 

techniques are used for gesture recognition [7]. 

 

2. Review of Literature 
The mouse has been a vital tool for human-computer 

interaction, with wired, wireless, and Bluetooth 

variations requiring power to connect a dongle to a PC. 

The proposed work uses the latest technology in 

computer vision and machine learning to recognize 

hand movements without needing extra equipment. 

Compatible with CNN models through mediapipe 

implementation, it enables various actions via various 

hand movements, all on a single computer. Utilizing a 

camera as the input device, the system relies on 

Python and OpenCV. The camera’s output is 

displayed on the system’s screen, allowing users to 

fine-tune their interactions [8] 

 

Elderly people face unique challenges when using 

conventional computer interfaces. Therefore, there is 

an essential need to model a system for such people 

for easy accessing of modern computer technologies. 

This paper presents an inventive solution, the 

"Gesture and Voice Controlled Virtual Mouse" 

designed to improve the digital interaction experience 

for older individuals facing challenges with traditional 

computer input peripherals. Employing advanced 
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technology, this work establishes an intuitive 

interface using natural gestures and vocal commands. 

Gesture recognition employs cutting-edge computer 

vision and machine learning models, for accurate 

interpretation of automatic hand gestures extraction 

which is implemented using MediaPipe framework on 

top of pybind11 along with OpenCV. Voice 

recognition integrates automatic speech recognition 

and natural language processing to understand spoken 

commands effectively. The speech assistant Proton 

recognizes the commands through pyttsx3 library of 

python and perform the action required. The 

experimentation results demonstrated the efficacy of 

the proposed model in accurate prediction of hand 

gestures and voice commands [9].  

 

Over the years, presenting the content on chalk boards 

or through power point presentations have been 

following in many sectors. Digitalization of things 

across the world can be seen these days but having an 

idea to make model which operates on gestures, that 

doesn’t require any physical contact with keyboard, 

mouse or any kind of hardware devices drives the 

attention of many users across the globe. Interaction 

with computers using gestures can be implemented 

for text displaying which helps people who are having 

physical disability of joints can use this model for 

their presentation. This idea also helps for electronic 

waste management and provides a healthy 

environment for future generations. The aim of this 

research is to brief about the idea to mount 

digitalization using gestures in educational and IT 

sectors [10].  

 

Gesture-controlled laptops and computers have 

recently gained a lot of attraction. Leap motion is the 

name for this technique. Waving our hand in front of 

our computer/laptop allows us to manage certain of its 

functionalities. Over slides and overheads, computer-

based presentations have significant advantages. 

Audio, video, and even interactive programmes can 

be used to improve presentations. Unfortunately, 

employing these techniques is more complicated than 

using slides or overheads. The speaker must operate 

various devices with unfamiliar controls (e.g., 

keyboard, mouse, VCR remote control). In the dark, 

these devices are difficult to see, and manipulating 

them causes the presentation to be disrupted. Hand 

gestures are the most natural and effortless manner of 

communicating. The camera’s output will be 

displayed on the monitor. The concept is to use a 

simple camera instead of a classic or standard mouse 

to control mouse cursor functions. The Virtual Mouse 

provides an infrastructure between the user and the 

system using only a camera. It allows users to 

interface with machines without the use of mechanical 

or physical devices, and even control mouse 

functionalities. This study presents a method for 

controlling the cursor’s position without the need of 

any electronic equipment. While actions such as 

clicking and dragging things will be carried out using 

various hand gestures. As an input device, the 

suggested system will just require a webcam. The 

suggested system will require the use of OpenCV and 

Python as well as other tools. The camera’s output 

will be presented on the system’s screen so that the 

user can further calibrate it [11].  

 

It is crucial to use hand gestures when communicating 

with one another: The task of utilizing hand gestures 

in technology is impacted by one of the most prevalent 

ways that people interact with their surroundings. 

Hand gesture analysis includes recognizing and 

position estimation of hands. Because the hand is 

smaller than other parts of the body, it is much harder 

to locate the pointing hand than other parts. The hand 

has greater complexity and more challenges due to 

differences between the cultural or individual factors 

of users and gestures invented from ad-hoc. The 

complications and divergences of finding hand 

gestures will deeply affect the recognition rate and 

accuracy. This paper emphasizes on summary of 

skeleton-based dynamic hand gesture technique, 

skeleton points extraction methods, merits and 

demerits, various applications, available data sets, and 

skeleton-based recognition methods. This paper also 

scrutinizes the performance of hand gesture 

recognition systems using skeleton data [12]. 

 

3. Methodology 
3.1 Open CV 
Open CV (Open-Source Computer Vision Library) is 

significantly aimed at real-time computer vision and 

its open library of python. It is also available in Java 

and C for making Open CV exercises. It covers the 

beginning of data structures which are similar as 

scalar, point etc. It is an open-source machine literacy 

software library. Open CV package is used in image 

and video processing and also analysis similar to face 

spotting and object spotting [13]. The Open CV 

package is imported into python using the decalogue 

‘import cv2’. 

 

3.2 Architecture of Open CV 
In computers, everything like videos, documents, 

images etc. are all converted and stored in the form of 

numbers. The pixel value will convert images into 

numbers. The pixel is the smallest unit of a digital 

image. By numbers, at a particular location, the 

intensity of the picture is represented.  Open CV 

works in BGR format (Blue, Green, Red). 

 

3.3 Mediapipe 
MediaPipe is an open-source frame of Google and 

configuration which is used for applications in a 
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machine learning channel. Configuration of 

MediaPipe is grounded on three essential parts; they 

are performance evaluation, configuration for 

reacquiring detector data, that are operable, and a 

library of elements which are called calculators. 

MediaPipe uses a single-shot sensor model [14]. In 

real-time, for detecting and recognizing a hand or 

palm single- shot sensor model is used. 

 

3.4 Architecture of Mediapipe 
One crucial escalation Mediapipe provides is that the 

palm sensorial runs as required substantial 

calculation. We attain this by reasoning the position 

of the hand in the present video frames from the 

calculated hand landmarks in the former frame, 

barring the necessity to apply the palm sensor on 

every frame. For robustness, the hand tracker model 

also outputs another scalar capturing the confidence 

that a hand is present and considerately aligned in the 

input crop. For using multiple deep learning models 

Mediapipe Library is a real-time solution. Mediapipe 

implementation is very vast. There are two stages in 

detecting hand landmarks as shown in Fig. 1. First 

stage is the Palm Detector and the next stage is the 

Landmark Detector [15]. In the first frame of the 

module, the Bounding box around the Hand is 

detected by the Palm Detector. Then it is passed to the 

landmark detector module which detects key 

landmark points on the hand and allocates it. After the 

palm discovery over the whole image, the subsequent 

hand landmark model operates precise key point 

localization of 21 3-dimensional hand-knuckle 

coordinates inside the detected hand regions through 

regression, which is a direct coordinate prediction. 

The model learns a steady internal hand pose 

representation and is robust even to partly visible 

hands. In the subsequent frames, the same thing is 

repeated and the only difference is instead of calling 

the palm detection again and again we use a tracker. 

This saves lot of time. That is one of the reasons why 

MediaPipe is very fast [16]. 

 
Fig. 1 Flow of the Mediapipe hand landmark detection. 

 

3.5 Classifiers 
A classifier is a type of machine learning algorithm 

used to specify class labels to data input in data 

science. Classifier algorithms employ sophisticated 

mathematical and statistical methods to generate 

predictions about the likelihood of a data input being 

classified in a given way [17]. The AI virtual mouse 

uses a Transformation algorithm. It transforms the 

coordinates of fingertips from the webcam screen to 

the computer window full screen for controlling the 

mouse. 

 

3.6 Hand Tracking Module 
The Hand Tracking Module consists of two main 

modules in the backend: Palm Detection and Hand 

Landmarks. The Palm Detection provides a cropped 

palm Image. Hand Landmarks find 21 different 

Landmarks as shown in Fig. 2. In this module Python 

Packages, Open CV and mediapipe are used. By 

creating this module, we can get the position values of 

the Hand Landmarks easily. 
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Fig. 2 Hand landmarks 
 

3.6 System Implementation 
The flow chart in Fig. 3 explains the various 

conditions and functions used in the AI virtual Mouse. 

The system is initialized and the video object is 

created using video capture. The webcam captures the 

RGB images of the Hand. The Hand and Hand Tips 

are detected using the mediapipe, Open CV packages. 

Hand Landmarks in Fig. 2 are highlighted and lines 

are drawn between the points in hand. Co-ordinates 

(Cx, Cy) of the points in Hand Landmarks are found. 

Rectangle Box is drawn which is the region of the PC 

window where we are going to use the mouse. In the 

next step, we are detecting which fingers are up using 

the Tip ID and the distance between two fingertips is 

also measured. Respective functions such as 

movement of the mouse cursor around the window 

and clicking operations are performed. 

 

 
Fig. 3 Working of the AI Virtual Mouse 
 

 

4. Results and Discussion 
A process of presenting the on-screen cursor 

movement without any physical connection is 

discussed in this work. Spotting of the hand gestures 

and hand tips is done using a built-in camera or a 

webcam that processes these frames to perform the 

particular mouse operations. Different operations of 

mouse control like mouse movement and clicking 

operation are performed.  
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Fig. 4 Screen capture of the Hand Connections drawn using 
MediaPipe. 

 

 
 

Fig. 5 Screen capture of the wrist landmark highlighted 
 

 

Fig. 6 Screen capture of the tip of thumb landmark highlighted  

 

Fig. 7 Movement of the cursor 

5. Conclusions and Future Scope 
The basic motive is to control the cursor movement of 

the mouse with hand gesture instead of using a 

hardware mouse. The proposed work can be pursued 

by utilizing a built-in camera or webcam in order to 

perform certain mouse action that detects and interpret 

hand actions and hand tips. Rather than the standard 

physical mouse. The proposed work can be utilized 

virtually by using hand gesture. One main application 
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in the real world is to decrease the spread of COVID-

19.  

In this AI Virtual Mouse, we were able to design a 

robust gesture recognition system which works well 

for the movement of the cursor and the clicking 

operation but there is still room for many 

improvements. This AI virtual mouse has some flaws 

like not being able to perform additional mouse 

functions such as right click, left click, increasing and 

decreasing the volume, dragging and dropping, and 

selecting text etc. In the future, these barriers can be 

overcome and can be cosigned. So future work will 

include the execution of additional gestures which 

will enable the user to perform more functions with 

ease. Aside from the above-mentioned, additionally, 

keyboard capability can be assimilated to imitate 

keyboard functions along with the mouse operations 

which shows to be the scope for the future. 
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